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Abstract

Admission control is an essential and fundamental se-
curity service in mobile ad hoc networks (MANETs). It
is needed to securely cope with dynamic membership and
topology and to bootstrap other important security primi-
tives (such as key management) and services (such as secure
routing) without the assistance of any centralized trusted
authority. An ideal admission protocol must involve mini-
mal interaction among the MANET nodes, since connectiv-
ity can be unstable. Also, since MANETs are often com-
posed of weak or resource-limited devices, admission con-
trol must be efficient in terms of computation and communi-
cation.

Most previously proposed admission control protocols
are prohibitively expensive and require a lot of interaction
among MANET nodes in order to securely reach limited
consensus regarding admission and cope with potentially
powerful adversaries. While the expense may be justified
for long-lived group settings, short-lived MANETs can ben-
efit from much less expensive techniques without sacrific-
ing any security. In this paper, we consider short-lived
MANETs and present a secure, efficient and a fully non-
interactive admission control protocol for such networks.
More specifically, our work is focused on novel applica-
tions of non-interactive secret sharing techniques based on
bi-variate polynomials, but, unlike other results, the associ-
ated costs are very low.

1 Introduction

Mobile ad hoc networks (MANETs) have many well-
known applications in military settings as well as in emer-
gency and rescue operations. However, lack of infrastruc-
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ture and lack of centralized control make MANETs inher-
ently insecure, and therefore specialized security services
are needed for their deployment. Admission Control (or se-
cure node admission) is a fundamental security service in
MANETs; it is required to ascertain membership eligibility
and to bootstrap other important security services, such as
secure routing (e.g., [13, 12]) and secure group communi-
cation (e.g., [34, 33]).

Node admission in MANETs cannot be performed cen-
trally. Since, requiring constant presence (availability) of a
central fixed entity which is charged with admission control
is not realistic for many types of MANETs. First, such an
entity is a single point of failure. Second, it represents an
attractive and high-payoff target for attacks. Third, topol-
ogy changes due to mobility and node outages may cause
the central entity to be unreachable and thus unable to per-
form its duties in the parts of a MANET not connected to
it. This motivates us to investigate admission control tech-
niques that function in a distributed or decentralized man-
ner. Since our emphasis is on security, the natural technol-
ogy to consider is threshold cryptography.

The concept of threshold cryptography involves dis-
tributing cryptographic primitives (such as decryption or
digital signatures) in order to secure them against corrup-
tion of a certain number of parties, i.e., a threshold. For
example, a (t, n) threshold signature scheme [7] allows, in
a group of n parties, to share the ability to digitally sign
messages in such a way that any t parties can do so jointly,
whereas, no coalition of up to (t − 1) parties can. Such a
threshold signature scheme is resilient against the so-called
static adversary who corrupts at most (t − 1) parties in the
entire lifetime of the system.

More advanced proactive cryptographic schemes [11]
offer improved resistance against corruptions. Time is di-
vided into update rounds, and the proactive scheme offers
the same combination of security and robustness even in the
presence of so-called mobile adversaries [27], whereby a
potentially new set of up to (t−1) parties becomes corrupted
in each update round. This is done by the proactive update
procedure which involves parties randomly re-sharing the



shared secret at the start of each update round.
Two features of MANETs make decentralized node ad-

mission a very challenging problem. First, MANET devices
often have very weak computational facilities and battery
power. Second, MANET nodes usually function in an asyn-
chronous (on/off) manner, often becoming temporarily un-
available. Therefore, an ideal admission control protocol
must be efficient in terms of both computation and commu-
nication1. It must also involve minimal (ideally, none at all)
interaction among the nodes of the network.

A number of admission control techniques have been
proposed in recent years [18, 17, 21, 25, 30, 31]. (See the
following section for more details on prior work.) Most are
based on (t, n) threshold cryptography and allow any set of
t-out-of-n nodes (called sponsors) to admit a new node by
issuing to it:
(1) a share of a group secret (to be used in future admis-

sions), and
(2) a membership certificate (used for secure communica-

tion)
Unfortunately, all previous schemes are far from ideal.

They are heavily interactive among the sponsors as far as
either (1) or (2). Furthermore, they are very computation-
ally expensive in performing (2). This severely limits their
practicality.

In this paper, we distinguish between long-lived and
short-lived MANETs. Long-lived MANETs are formed for
the long haul and require strong robustness/resilience. They
need to be protected against powerful mobile adversaries
through periodic updates of the secret shares possessed by
the nodes [11]. Short-lived MANETs, on the other hand,
are ephemeral and need to be resilient against weaker static
adversaries.

A MANET formed for the duration of a conference pro-
gram committee meeting (typically, one day) is one exam-
ple of a short-lived MANET. Another example is a tem-
porary MANET formed by a group of soldiers on a bat-
tlefield as they stay in close proximity to each other. A
squadron of military aircraft flying in formation also rep-
resents a short-lived MANET. Whereas, a MANET formed
by a group of college students taking part in a semester-long
project course is an example of a long-lived MANET. An-
other example of a long-lived MANET is a flotilla of mer-
chant vessels or military ships sailing together, say, across
the Pacific Ocean.

Previous admission control techniques are designed for
long-lived MANET settings. We argue that, unlike wired
networks, many MANETs fall into the short-lived category
and can benefit from much more efficient admission control
techniques, without sacrificing any security. In particular,

1Communication is directly related to the consumption of battery
power in MANET devices [1].

we observe that admission control for short-lived MANETs
can be realized by only issuing node-specific secret shares
(item (1) above) and obviating the need for expensive mem-
bership certificate issuance. Reasons for not needing mem-
bership certificates in short-lived MANETs are discussed in
detail in Section 3.

Contributions: We construct an efficient and fully non-
interactive admission control technique and evaluate it in
the context of short-lived MANETs. In contrast with prior
work, our technique does not require any interaction and
does not involve any costly reliable broadcast communica-
tion among MANET nodes sponsoring admission. We thor-
oughly analyze our proposal and show that it compares fa-
vorably to previous mechanisms (which were designed for
long-lived MANETs) modeled for short-lived MANETs.

Although we suggest how the proposed technique can be
extended for use in long-lived MANET settings, in this pa-
per we focus only on (more common) short-lived MANETs
and the related evaluation.

Organization: The rest of the paper is organized as fol-
lows: we first review prior work in Section 2. The generic
admission protocol for short-lived MANETs is presented in
Section 3, followed by the overview of admission control
based on uni-variate polynomial secret sharing (UniAC) in
Section 4. We then describe, in Section 5, the proposed
admission control mechanism based on bi-variate polyno-
mial secret sharing (BiAC). The detailed performance re-
sults, analysis and comparison of BiAC with UniAC are
presented in Section 6. Finally, some issues are discussed
in Section 7.

2 Related Work

We now review relevant prior work in MANET secu-
rity. Zhou and Haas [35] first suggested the use of thresh-
old cryptography to secure mobile ad hoc networks. Their
idea was to distribute the trust among the nodes of the net-
work such that no less than a certain threshold of nodes are
trusted. They proposed a distributed certification authority
(CA) which issues certificates (using some threshold sig-
nature [7] protocol) to nodes joining the network. These
certificates enable nodes to communicate with each other in
a confidential and authenticated manner. This work also led
to the development of COCA [36], an on-line certification
authority for wired networks. Although quite attractive, this
idea is not directly applicable for the purposes of admission
control in MANETs. The proposed approach is hierarchical
in the sense that only select nodes can serve as parts of the
certification authority, i.e., take part in admission decisions.
Moreover, contacting distributed CA nodes in a multi-hop
and ever-changing MANET might not always be possible.



Kong, et al. considered the same problem in series of
papers [18, 17, 21, 20] and proposed a set of protocols
for providing ubiquitous and robust admission control for
MANETs. They adapted the model of Zhou and Haas so
that any node can participate in admission control deci-
sions, thus maintaining the true “peer” nature of a MANET
and providing increased availability. The security of their
admission mechanism relies upon a specific variant of the
proactive threshold RSA signature scheme. Unfortunately,
this scheme is neither robust [25] (i.e., it can not tolerate
malicious nodes) nor secure [15].

Recently, Narasimha, et al. [25] and Saxena, et al.
[31] proposed similar admission control protocols based on
threshold DSA [9] and threshold BLS [4] signatures, re-
spectively. While provably secure, both solutions are quite
inefficient.

As pointed out in the previous section, all of the above
techniques are proposed for long-lived MANETs. They re-
quire admitting nodes to interact in order to issue a new
node its secret share and/or a membership certificate. Both
heavy interaction and costly cryptographic computation
make these techniques overly expensive for most MANET
applications.

The admission control technique developed in this pa-
per is designed for short-lived MANETs and is completely
non-interactive. It uses secret sharing based on so-called
bi-variate polynomials which have been employed for re-
lated purposes in the literature [2, 24, 3]. In particular, [19]
presents a key pre-distribution scheme for sensor networks
using bi-variate polynomials [3] in the presence of a cen-
tralized authority. The protocol we propose is fully dis-
tributed and allows nodes in a MANET to readily and ef-
ficiently share pairwise secret keys without any centralized
support.

3 Generic Admission Control Protocol

We claimed earlier (in Section 1) that admission con-
trol for short-lived MANETs can be realized by only is-
suing node-specific secret shares. Whereas, for long-lived
MANETs, it is also necessary to issue individual node
membership certificates. We now discuss the reasoning be-
hind this claim.

In both long-lived and short-lived MANETs, threshold
secret sharing is employed to share the group secret using
a polynomial of degree (t − 1), and every node receives a
share (called a secret share) of the group secret.

In long-lived MANETs, nodes need to proactively up-
date [11] their secret shares to defend against mobile ad-
versaries. This involves updating all coefficients of the se-
cret sharing polynomial, except the constant term (which is
the actual group secret), and broadcasting a commitment to

the polynomial2. However, due to the dynamic and asyn-
chronous nature of the MANETs, it is not always possi-
ble for each node to receive updated commitment values.
Therefore, the only way to bind the commitment to a node’s
secret share with the group secret (commitment to which re-
mains constant throughout the lifetime and becomes part of
the group public key) is by issuing membership certificates
to the nodes signed using the group secret. These certifi-
cates are then used for authentication and pairwise key es-
tablishment purposes.

In short-lived MANETs, since there is no need for
proactive updates, the polynomial used for sharing the
group secret remains constant throughout the lifetime of
the MANET and the commitment to this polynomial be-
comes a part of the group public key. The commitment
to each node’s secret share is derivable from (and thus au-
tomatically bound to) the group public key. Therefore,
node-specific membership certificates are not needed in
short-lived MANETs. The nodes can use their secret shares
(and/or the group public key) for the purpose of secure com-
munication with each other.

We define an admission control mechanism for short-
lived MANETs as a set of three components:

1. Initialization: The group is initialized by either a
trusted dealer or a set of founding members. The
dealer or founding members initialize the group by
choosing a group secret key, and computing and pub-
lishing the corresponding public parameters in the
group certificate [16]. The group secret is shared
among the founding member(s) in such a way that any
set of t members can reconstruct it. The share of the
group secret possessed by each member is referred to
as its secret share.

2. Admission: A prospective member Mnew who wishes
to join the group must be issued its secret share by
current member nodes. Mnew initiates the admission
protocol by sending a JOIN REQ message to the net-
work. A member node, that receives this JOIN REQ
message and approves the admission of Mnew, replies,
over a secure channel, with a partial secret share (de-
rived from its secret share) for Mnew. Once Mnew

receives partial secret shares from at least t different
nodes, it uses them to compute its secret share.

During the above process, a malicious node can easily
preclude a prospective node from being admitted by
inserting incorrect partial secret shares, i.e., a denial-
of-service (DoS) attack. To prevent this, a prospective
node must be able to verify the validity of its recon-
structed secret share before using them. This feature is

2A commitment to a polynomial is a commitment to each of its coeffi-
cients.



called verifiability in the rest of the paper. Also, when
the node detects that its secret share is invalid, it must
be able to trace the bogus shares and the malicious
node(s) in the MANET. This functionality is provided
by the so-called traceability feature. Note that verifia-
bility is always required, whereas, traceability is only
necessary when a node detects (via verifiability) that
its reconstructed secrets are not valid.

3. Pairwise Key Establishment: Each node can use its
secret share and/or the public parameters to compute
pairwise keys with any other node. This allows nodes
to securely communicate with each other.

4 UniAC: Admission Control using Uni-
variate Polynomial Secret Sharing

In this section, we briefly describe previously proposed
admission control methods [18, 17, 21, 25, 30, 31] adapted
for short-lived MANETs. These methods are based on uni-
variate polynomial secret sharing; we refer to them collec-
tively as: UniVariate Admission Control (UniAC). UniAC
involves the following steps (for protocol message flows,
see Figure 2).

1. Initialization: The system can be initialized by a
trusted dealer TD or a set of founding nodes. As
in Shamir’s secret sharing [32] based on a uni-
variate polynomials, the TD (or founding members)
choose(s) a large prime q, and select(s) a polynomial

f(x) =

t−1∑

i=0

aix
i (mod q)

such that f(0) = S, where ai-s are the coefficients of
the polynomial, q is a large prime, and S is the group
secret. The TD computes each node’s secret share ssi

such that ssi = f(idi) (mod q), and securely trans-
fers ssi to node Mi. [Any group of t members who
have their shares can recover the secret using Lagrange
interpolation: f(0) =

∑t

i=1 ssi λi(0) (mod q),
where λi(x) =

∏t
j=1,j 6=i

x−idj

idi−idj
(mod q).]

TD also publishes a commitment to the polynomial
as in Verifiable Secret Sharing (VSS) [8]. VSS setup
involves a large prime p such that q divides p−1 and a
generator g which is an element of Z

∗
p of order q. TD

computes Wi, called the witness, such that Wi = gai

(mod p) for all i ∈ [0, t−1], and publishes these Wi-s
in the group certificate.

2. Admission: During the admission protocol, a new node
Mnew is given the partial secret share as pssj(new) =
ssjλj(idnew) by a sponsoring node Mj . Upon receiv-
ing these partial share values from t admitting nodes,

Mnew obtains its secret share ssnew by simply adding
them. It then performs the verifiability checking and, if
needed, the traceability procedure. (See [6] for details
regarding the actual computations involved in these
procedures.)

Note that, in order to compute Lagrange coefficients
λj(idnew), t sponsoring nodes need to be aware of
each other’s id-s. Also, since λj(idnew)-s are publicly
known, Mnew can derive ssj from pssj(new). This
is prevented using the random shuffling technique pro-
posed in [11] by adding extra random value Rij to each
share. These Rij-s are securely shared between spon-
sors Mi and Mj and sum up to zero by construction.
(See [11] for details.) This process is also illustrated in
Figure 1(a).

We note that, due to the random shuffling procedure,
this admission protocol becomes heavily interactive
among the t sponsoring nodes – it requires O(t2)
point-to-point messages as well as extremely expensive
O(t) reliable broadcast messages [5]. All this makes
it impractical for most MANET settings.

3. Pairwise Key Establishment: Any pair of nodes Mi

and Mj can establish shared keys using their respec-
tive secret shares ssi, ssj and public VSS information.
Mi computes:

gssj =

t−1∏

k=0

(Wk)idj
k

(mod p)

from the public witness values, and exponentiates it
with its share ssi to get a key Kij = (gssj )

ssi

(mod p). Similarly, Mj computes:

gssi =

t−1∏

k=0

(Wk)idi
k

(mod p)

and exponentiates it with its share ssj to get a key
Kji = (gssi)

ssj (mod p). Since, Kij = Kji, Mi

and Mj now have a shared secret key.

This key establishment procedure remains secure un-
der the computational Diffie-Hellman (CDH) assump-
tion3. In other words, an adversary who corrupts at
most (t − 1) nodes can not compute a shared key be-
tween any pair of honest nodes, as long as the CDH
assumption holds.

5 BiAC: Non-interactive Admission Control

We now describe a new admission technique for short-
lived MANETs. It is based on secret sharing using bi-

3CDH assumption: In a cyclic group generated by g ∈ Z∗
p of order q,

for a, b ∈ Z
∗
q , given (g, ga, gb), it is hard to compute gab.



variate polynomials and is fully non-interactive. We call
the protocol BiVariate Admission Control (BiAC).

5.1 Overview

As shown in Figure 1(b), we avoid interaction among
sponsoring nodes by using a bi-variate polynomial f(x, y).
Bi-variate polynomials have been previously used for re-
lated purposes [2, 24, 3].

To distribute shares among n nodes, a trusted dealer
chooses a large prime q, and selects a random symmet-
ric bi-variate polynomial f(x, y) =

∑t−1
α=0

∑t−1
β=0 fαβxαyβ

(mod q) such that f(0, 0) = S, where the constants fαβ-
s are the coefficients of the polynomial and S is the group
secret. Since the polynomial is symmetric, fαβ = fβα for
each α, β and f(x, y) = f(y, x). For each node Mi, the
dealer computes a uni-variate polynomial, called a share-
polynomial, bi(x) of degree (t − 1) such that bi(x) =
f(x, idi) (mod q), and securely transfers bi(x) to each
node Mi. Note that, after initializing at least t nodes, the
dealer is no longer needed.

In order to admit a new node Mnew, the current member
nodes must issue it a share-polynomial bnew(x) in a dis-
tributed manner. This can be achieved if at least t member
nodes provide Mnew with partial shares bj(idnew) such that
bj(idnew) = f(idnew, idj) for some j ∈ [1, n]. Mnew can
then use the standard Gaussian elimination procedure [29]
to compute f(idnew, x), which is the same as f(x, idnew)
(since the polynomial f(x, y) is symmetric) and thus obtain
its share-polynomial bnew(x) = f(x, idnew) from t partial
shares bj(idnew).

Unlike protocols based on sharing of uni-variate polyno-
mials, this scheme does not require any interaction among
the admitting member nodes.

5.2 Initialization

In BiAC, the MANET can be initialized by one node
(centralized initialization) or a set of nodes (distributed ini-
tialization).

Centralized Initialization: the trusted dealer TD com-
putes a two-dimensional sharing of the secret by choosing a
random bi-variate polynomial:

f(x, y) =
t−1∑

α=0

t−1∑

β=0

fαβxαyβ (mod q)

such that f(0, 0) = S. TD computes Wαβ , called a wit-
nesses, such that Wαβ = gfαβ (mod p) for all α, β ∈

[0, t − 1], and publishes these Wαβ-s as part of the group
certificate. Once TD computes the witness matrix, it sends
each node Mi (i ∈ [1, n]) a distinct share-polynomial:

bi(x) = f(x, idi). TD’s presence is needed only during
this initialization phase in order to bootstrap the system.

Distributed Initialization: alternatively, the network can
be initialized by a set of t or more founding nodes. These
nodes agree on a random bi-variate polynomial f(x, y) us-
ing so-called Joint Secret Sharing (JSS) technique [10].

5.3 Admission Process

In order to join the network, a Mnew must collect at least
t partial shares of the polynomial from t current nodes. Fig-
ure 3 shows the protocol message flow for the node admis-
sion process4.

Table 1. Notation
SLnew sponsors list for Mnew

PKi temporary public key of Mi

Si(m) Mi’s signature on message m
Kij pairwise key between Mi and Mj

EKij
encryption with Kij

Mnew →Mi: idnew , PKnew, Snew(idnew , PKnew) (1)
Mnew ←Mi: idi, PKi, Si(idi, PKi) (2)
Mnew →Mj : SLnew , Snew(SLnew) (3)
Mi ←→Mj : Random Shuffling (4)
Mnew ←Mj : EKnewj

{pssj(new)} (5)

Figure 2. UniAC Admission Protocol

Mnew →Mi: idnew , PKnew, Snew(idnew, PKnew) (1)
Mnew ←Mi: idi, PKi, EKnewi

{bi(idnew)}, (2)
Si(idi, PKi, EKnewi

{bi(idnew)})

Figure 3. BiAC Admission Protocol

The protocol involves following steps (the notation used
in this section is summarized in Table 1):

1. Mnew broadcasts a signed JOIN REQ message which
contains its identity idnew and its temporary public key
PKnew. The details about how idnew is generated and
verified are discussed in Section 7.

2. After verifying the signature on the JOIN REQ mes-
sage, each receiving node (Mi) willing to admit
Mnew, computes a partial share bi(idnew) using
its own share-polynomial such that bi(idnew) =
f(idnew, idi). Each sponsor Mi then replies to Mnew

with a SHARE REP message. Each message is signed
by the sender and contains encrypted bi(idnew) along
with the respective values of idi and PKi.

4In order to secure the protocol against common attacks such as replay,
impersonation, and interleaving attacks [22], we note that it is necessary
to include additional information such as timestamps, nonces, and identity
information of the sender as well as the receiver. However, in order to keep
our description simple, we omit these values.
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Figure 1. Comparison of UniAC and BiAC

Note that, in order to compute their partial shares
above, sponsors do not need to be aware of each other
and thus no interaction is needed. This is in contrast
with UniAC scheme, where each sponsor needs to be
aware of all other sponsors in order to compute the La-
grange coefficient in partial share issuance, and where
interaction is required for random shuffling.

3. Upon receiving m (≥ t) SHARE REP messages,
Mnew selects any t of them and interpolates its
own share-polynomial bnew(x) using standard Gaus-
sian elimination. Let us denote the share-polynomial
bnew(x) reconstructed by Mnew as

∑t−1
α=0 Aαxα.

Since bi(idnew) = bnew(idi) (due to symmetry), the
problem to interpolate bnew(x) using t bi(idnew)-s is
equivalent to the problem to solve the matrix A such
that XA = B as follows:

2

6

6

6

6

4

(id1)
0 (id1)

1 · · · (id1)
t−1

(id2)
0 (id2)

1 · · · (id2)
t−1

...
(idt)

0 (idt)
1 · · · (idt)

t−1

3

7

7

7

7

5

2

6

6

6

4

A0

A1

...
At−1

3

7

7

7

5

=

2

6

6

6

4

bnew(id1)
bnew(id2)

...
bnew(idt)

3

7

7

7

5

The above system of linear equations yields a unique
solution since the idi values are distinct and the matrix
X = [xij ], where xij = (idi)

j−1 for all i, j ∈ [0, t], is
invertible.

Verifiability: In order to verify the acquired share-
polynomial

∑t−1
α=0 Aαxα, Mnew must perform the ver-

ifiability procedure. In order to be a valid share-
polynomial, Aα must be equal to

∑t−1
β=0 fαβ(idnew)β ,

for all α ∈ [0, t − 1]. Using the public witness values
(from the group certificate) Wαβ = gfαβ (mod p),

the polynomial can be verified as follows:

gAα =

t−1∏

β=0

(Wαβ)(idnew)β

(mod p)

for all α ∈ [0, t − 1].

Note that the right-hand side in the above equation can
be pre-computed by Mnew prior to starting the admis-
sion process.

Traceability: If verification fails, Mnew can trace the
faulty share provider(s) by performing the traceability
procedure. This involves verifying the validity of each
partial share bi(idnew) = f(idnew, idi), that Mnew

received. This can be achieved by checking the fol-
lowing equation for each i:

gbi(idnew) =

t−1∏

α=0

t−1∏

β=0

(Wαβ)(idnew)α(idi)
β

(mod p)

Note that
∏t−1

α=0(Wαβ)(idnew)α

in the above equa-
tion can be pre-computed since Wαβ-s and idnew are
known to Mnew in advance.

5.4 Pairwise Key Establishment

Once every node has its share-polynomial, pairwise key
establishment is the same as in [3] and [19]. Any pair of
nodes Mi and Mj can establish shared keys as follows: Mi

uses its share-polynomial f(x, idi) to compute

Kij = f(idj , idi) (mod q)

and Mj its share-polynomial f(x, idj) to compute

Kji = f(idi, idj) (mod q).



Since f(x, y) is a symmetric polynomial, Kij = Kji. Thus,
Mi and Mj now have a shared key that can be used for
secure communication.

Unlike the pairwise key establishment in UniAC (secu-
rity of which is based on the CDH assumption) as described
in Section 4, the security of above procedure is uncondi-
tional, i.e., not based on any assumption. Refer to [3] for
details regarding the security arguments of this pairwise key
establishment.

Table 2. Feature Comparison
Key Features UniAC BiAC

Security Assumption (for Admission) DL DL
Security Assumption (for Key Comp.) CDH Unconditional
Decentralized Admission Yes Yes
DoS Resistance Yes Yes
Interaction among Sponsors Required Yes No
Random Shuffling Required Yes No
Reliable Broadcast Required Yes No

6 Performance Analysis

In this section we discuss the implementation of UniAC
and BiAC and compare them in terms of node admission,
traceability and pair-wise key establishment costs. We also
summarize and compare some salient features in Table 2.
As expected, BiAC significantly outperforms UniAC in our
overall evaluation.

6.1 Complexity Analysis and Comparison

We summarize computation and communication com-
plexities5 in Tables 3 and 4, respectively, where n ≥ m ≥ t.
More specifically, BiAC requires each sponsoring node Mi

to perform O(t) modular multiplications and the joining
node Mnew to perform O(t3) modular multiplications for
Gaussian elimination and O(t) exponentiations for verifi-
ability. On the other hand, UniAC requires each Mi to
perform O(t) multiplications, and Mnew to perform O(t)
multiplications plus 1 exponentiation for verifiability. For
traceability, both the schemes require O(t2) multiplications
and O(t2) exponentiations with pre-computation. BiAC is
significantly more efficient than UniAC for computing pair-
wise keys, since the former requires only O(t) multiplica-
tions, while the latter needs O(t) exponentiations as well as
O(t) multiplications. Note that, pairwise key establishment
is a very frequent operation in a MANET, thus, its efficiency
is extremely important.

As far as overall communication costs6, BiAC consumes
5The costs required for protecting each protocol message are not taken

into account since these costs vary with the specific signature scheme.
6We assume that the identity and the public key are log q bits long and

log p bits long, respectively.

Table 3. Computation Complexity
Category UniAC BiAC

Admission

Mi’s
view

M O(t) O(t)
E O(t) 0

Mnew’s
view

M O(t) O(t3)
E 1 O(t)

Traceability M O(t2) O(t2)
E O(t2) O(t2)

Pairwise Key
Establishment

M O(t) O(t)
E O(t) 0

M: modular multiplication E : modular exponentiation

Table 4. Communication Complexity
Category UniAC BiAC

Rounds
broadcast 1 1
unicast O(t2) O(t)

reliable broadcast O(t) 0

Bandwidth log q-bit O(t2) O(t)
log p-bit O(t) O(t)

O(t log q) and O(t log p) bits, while bandwidth consump-
tion in UniAC is O(t2 log q) plus O(t log p) bits due to the
interactive random shuffling procedure.

6.2 Experimental Setups

UniAC and BiAC protocols have been implemented over
the popular OpenSSL library [26]. The source is written in
C in Linux and consists of about 10, 000 lines of code for
each protocol. The code is available at [28].

We used five laptops in our experimental set-up: four
with Pentium-3 800MHz CPU-s and 256MB memory and
one with Mobile Pentium 1.8 GHz CPU and 512MB mem-
ory. Each laptop ran Linux 2.4 and was equipped with
a 802.11b interface configured for ad-hoc mode. Specifi-
cally, for measuring the admission cost, four laptops with
the same computing power were used as current member
nodes and the high-end laptop was used as the joining/new
node. Traceability and pairwise key computation experi-
ments were also performed with this high-end laptop. In
our experiments, each node (except the joining node) was
emulated by a daemon and each machine was running up
to three daemons. The measurements were performed with
different threshold values t. The size of the parameter q was
set to be 160-bits and p 1024-bits.

To measure consumption of battery power, we performed
the following experiment: the test machine was an iPAQ
(model H5555) running Linux (Familiar-0.7.2). The CPU
on iPAQ is a 400 MHz Intel XScale with 48MB of flash
memory and 128MB of SDRAM. In order to obtain accu-
rate power measurements, we removed the battery from the
iPAQ during the experiment and placed a resistor in series



with the power supply. We used a National Instruments PCI
DAQ (Data AcQuisition) board to sample the voltage drops
across the resistor to calculate current at 1000 samples per
second.

6.3 Experimental Results

We compare our experiment results in terms of admis-
sion, energy consumption for admission, traceability, and
pairwise key computation.

6.3.1 Admission Results

To evaluate admission cost, we measured total processing
time between sending of JOIN REQ by the prospective
member and receiving (plus verification) of acquired secret
shares. Our measurements include the average computation
time of the basic operations (such as modular multiplica-
tions, exponentiations etc.) as well as communication costs,
such as packet en/decoding time, network delay, and so on.
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Figure 4. Admission Costs

As observed from Figure 4, the admission (join) cost
with BiAC is much lower than that with UniAC. The differ-
ence is even higher for higher threshold values. The reason
is quite intuitive: not only is BiAC computationally cheaper
than UniAC, but it also requires less communication.

Energy consumption results for admission operation are
plotted in Figure 5. This experiment is quite tricky to
measure fairly. Energy consumption is directly propor-
tional to processing time. It is meaningless to measure
energy consumption based on computation time. How-
ever, it is well known that, in many small devices such
as low-end MANET nodes or sensors, sending a single bit
is roughly equivalent to performing 1,000 32-bit computa-
tions in terms of batter power consumption [1]. Therefore,
we measured the power consumption in terms of communi-
cation bandwidth required by each admission protocol. In
more detail, we sent some bulk data (e.g., 100 Mbytes) from
a single iPAQ PDA, measured the power consumed while

sending out this data, and then computed the average power
consumption per bit. After that, we calculated the power
consumption of each admission protocol by multiplying this
measurement result by the bit length of the transmitted data.
These results in Figure 5 clearly illustrate that BiAC is much
more energy-efficient than UniAC.
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Figure 5. Energy Consumption with Commu-
nication for Admission (iPAQ-H5555: XScale
400 MHz, 128MB)

6.3.2 Traceability Results

Figure 6 displays traceability costs for the two approaches.
Even in the worst case, BiAC is as good as UniAC for per-
forming the (very infrequent) operation of tracing malicious
nodes.
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Figure 6. Traceability Costs

6.3.3 Pairwise Key Establishment Results

Figure 7 shows that BiAC is significantly more efficient than
UniAC for computing pairwise keys. The achieved gains
range approximately from 115 (t = 1) to 412 (t = 9); in
other words, BiAC is 115 to 412 times faster than UniAC
when establishing a shared secret key. This result was ac-
tually expected because in BiAC the pairwise key computa-
tion requires only O(t) multiplications where the modular



size is 160 bits. In contrast, UniAC requires O(t) exponen-
tiations with a modular size of 1024 bits as well as O(t)
multiplications with 160-bit modulus.
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Figure 7. Pairwise Key Establishment Costs

7 Discussion

In this section, we discuss the security of the proposed
BiAC scheme and several related issues.

Security. Security of BiAC is based on the discrete log-
arithm (DL) assumption7 as long as the adversary is not
allowed to corrupt more than (t − 1) (< n/2, where n is
the total number of nodes) nodes in the network. Due to
lack of space, we only present a sketch of this argument.
Basically, as in the Feldman’s VSS [8], we use the idea of
simulated adversarial view to show that an adversary who
corrupts at most (t − 1) nodes learns nothing extra (other
than the witness gS (mod p)) about the secret S during
the initialization and admission procedures of the scheme.
This is achieved by generating a simulator, which on input
gS (mod p), produces public information and the private
information to the adversary which is statistically indistin-
guishable from the one produced in the actual run of these
procedures. For the security arguments of BiAC pairwise
key establishment, we refer the reader to [3].

Identifier Configuration. In the UniAC and BiAC
schemes, the identifier idi of each node Mi must be unique
and verifiable. Otherwise, a malicious node could use the
identifier of some other node and obtain its secret from the
member nodes during the admission process. For unique
and unforgeable ID assignment, we use a solution based on
Crypto-Based ID (CBID) [23]: The idi is chosen by the
node itself from an ephemeral public key (PKi) such that
idi = H(PKi), where H(·) is a one-way collision-resistant
hash function. Refer to [23] for details.

7DL assumption: In a cyclic group generated by g ∈ Z∗
p of order q, for

a ∈ Z
∗
q , given (g, ga), it is hard to compute a.

Secure Channel Establishment. In the proposed admis-
sion protocols, the channels between the node requesting
admission and each of the member nodes must be authen-
ticated and encrypted. Establishing an authenticated and
encrypted channel usually requires the use of certificates,
which bind identities to public keys, and an access to a PKI.
However, PKI is not always available in MANET environ-
ments. Fortunately in our case, what is really needed is a
way to bind an identifier to a public key. This binding is ac-
tually provided by CBID, described previously. As a result,
certificates and PKI are not required.

Using Secret Shares as Private Keys. We make an inter-
esting observation that, for short-lived MANETs, each node
Mi can use its share ssi of the group secret S as its individ-
ual private key, the corresponding public key yi being the
commitment to the secret key, such that yi = gssi (mod p).
(Recall that this public key can be computed using the pub-
lic witnesses of the secret sharing polynomial.) The secret
key and public key-pairs (ssi, yi) can then be used for the
purposes of signing and encryption, respectively, to com-
municate securely with nodes outside (and also inside) the
network. Such use of secret shares as private keys [14] is
different from the corresponding usage in standard public
key cryptosystem because the secret shares are not inde-
pendent (they are points on a curve defined by a polyno-
mial) and at most (t − 1) of these values are known to the
adversary.

Extension to long-lived MANETs. BiAC can be easily ex-
tended for long-lived MANETs. Recall from the Section
1 that, for long-lived MANETs, each joining node must
be issued a membership certificate along with the secret
share. By coupling BiAC with the threshold BLS signature
scheme of Boldyreva [4] (which has a non-interactive sign-
ing procedure) to issue certificates to the joining nodes, we
obtain a fully non-interactive admission protocol for long-
lived MANETs. Evaluation of this extension is an item for
future work.

8 Conclusion

In this paper, we considered two classes of MANETs:
short-lived and long-lived, and showed that more efficient
admission control protocols can be constructed for the
former. We presented BiAC, an efficient and fully non-
interactive admission control scheme based on bi-variate
polynomial secret sharing. We demonstrated – via theo-
retical and experimental evaluation – that BiAC compares
favorably to UniAC. (Recall that all previous admission
protocols were originally designed for long-lived MANETs
and are based on uni-variate polynomial secret sharing.)
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