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A Survey of Threats to Research Literature-dependent
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Medical Artificial Intelligence (MedAI) harnesses the power of medical research through AI algorithms and

vast data to address healthcare challenges. The security, integrity, and credibility of MedAI tools are para-

mount, because human lives are at stake. Predatory research, in a culture of “publish or perish,” is exploiting

the “pay for publish” model to infiltrate he research literature repositories. Although, it is challenging to mea-

sure the actual predatory research induced data pollution and patient harm, our work shows that the breached

integrity of MedAI inputs is a serious threat to trust the MedAI output. We review a wide range of research

literature discussing the threats of data pollution in the research literature, feasible attacks impacting MedAI

solutions, research literature-based tools, and influence on healthcare. Our contribution lies in presenting a

comprehensive literature review, addressing the gap of predatory research vulnerabilities affecting MedAI

solutions, and helping to develop robust MedAI solutions in the future.

CCS Concepts: • General and reference → Surveys and overviews; • Computing methodologies →
Logical and relational learning; Knowledge representation and reasoning; Information extraction; • Applied

computing→Health care information systems; • Security and privacy→ Information accountabil-

ity and usage control; • Social and professional topics→ Medical technologies;
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1 INTRODUCTION

Medical Artificial Intelligence (MedAI) for finding a correct diagnosis, treatments, and drug
development represents the new age of healthcare. MedAI can assist precision medicine and per-
sonalized medicine on diagnosis and treatment guidance based on enormous data to assist in deci-
sion making, primarily to provide otherwise unknown connections among cause, symptom, gene,
drug, and environment [105]. There is compelling evidence that MedAI can be vital in enhancing
and complementing the “medical intelligence” of the future clinician [50, 73].

How Biomedical Research Is Critical in Healthcare: Rare, unknown, or life-threatening
diseases have been a great motivation for academic and industrial research for improving patient-
centered solutions in research and clinical settings [1, 5]. Many clinical and non-clinical MedAI
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solutions rely upon scientific research publications in medicine as the primary data source for au-
tomated decision-making. PubMed [2], maintained by the National Library of Medicine (NLM),
is one of the largest medical research literature repositories, comprising more than 30 million cita-
tions for biomedical literature. PubMed ID is a unique identifier assigned to each article on PubMed.
PubMed-derived database SemMedDB, consisting of 96.3 million predications extracted from all
MEDLINE citations, integrating PubMed and Unified Medical Language System (UMLS), is an
indispensable input to MedAI systems [10, 41, 52, 68, 72, 81, 98, 107]. MedAI solutions harness
the power of research through analytical algorithms spanning heuristics, neural networks, Nat-

ural Language Processing (NLP), fuzzy logic, semantic snalysis, Knowledge Graphs (KGs),
and Machine Learning (ML) to integrate and interpret the complex biomedical and healthcare
data [52, 68, 81, 107].

How Research Gets Manipulated and Can Impact the MedAI and Future Research: Un-
doubtedly, research literature adds enormous value to accelerate innovations in clinical care and
drug discovery. However, research literature repositories can be prone to data abuse through unde-
tected fraudulent research. As research publications serve as a core component of MedAI, it draws
attention to research literature and any derived database as a potential attack surface. Invalidated
or manipulated academic or industrial research commonly referred to as Predatory Science [22]. In
recent years, there has been an unprecedented rise in predatory science publications interfering
with the genuine research [13, 22, 28, 37, 75, 77]. There may even be a possibility of affecting actual
patient care based on such fraudulent predatory research [18, 34]. Such unreliable data then can
be further abused by malicious actors through exploratory or adversarial attacks to compromise
the credibility of MedAI solutions [26, 27, 62, 108]. If the inputs are untrustworthy, irrespective
of the efficiency of the applied algorithm, then the output of such a system cannot be considered
as trustworthy [100, 105, 106]. Especially in the case of rare diseases where research is limited,
any unreliable output will be distracting the service providers, increasing cost and effort. It may
likely be leading to the treatments that may be detrimental to the patient care and thus wholly
undermining the MedAI’s purpose.

Motivation: No comprehensive literature review exists to study the potential threat of preda-
tory science impacting these research information-based artificial intelligence (AI) solutions
and how it can impact AI usage in modern medical research and clinical practices. Our work is
motivated by the increasing significance of research literature-based medical AI solutions in mod-
ern healthcare settings and by the increasing presence of predatory research in trusted research
literature repositories. We address this gap to analyze the collective threat to research literature-
based medical AI decision-making.

Objectives of the Survey: The aim of this survey is to provide a comprehensive study of impact
of predatory research on AI-based medical solutions to help developers, researchers, data-curators,
and clinicians. Though cost analysis is out of scope of this survey, any influenced misdiagnosis and
incorrect treatment can impact the financial burden for the healthcare provider and the patient as
well.

• First, we establish a background and identify published works that have investigated or eval-
uated the threat of predatory science undermining the credibility of genuine research in
medicine [13, 20, 22, 23, 28, 31, 37, 54, 57, 60, 61, 69, 75, 77, 84, 87, 90, 92, 93].
• Second, we identify a wide range of existing clinical and non-clinical knowledge-extraction,

decision-making solutions, and derived databases utilizing the most trustworthy NIH re-
search literature repository PubMed [9, 10, 29, 41, 52, 68, 72, 81, 98, 99, 102–104, 107].
• Third, we provide a comprehensive study of the direct and indirect impact of predatory sci-

ence on medicine practices [12, 18, 25, 34, 39, 74, 88, 89]. We study the criticality of potential
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security, integrity, and safety issues induced by predatory science in clinical and non-clinical
MedAI solutions [11, 16, 24, 26, 27, 30, 35, 43, 44, 47, 53, 56, 62–64, 67, 71, 80, 82, 83, 91, 93,
96, 106, 108].

Contributions of the Survey: The results of this survey guide future research in the area,
including developing any defensive measures assuming these attacks indeed turn out to be a sig-
nificant practical concern. This survey serves researchers and medical practitioners who are in-
terested to know the direct and indirect impact of predatory research on healthcare decisions. To
summarize, the key contributions of this survey are as follows:

• Identifying the rising threat of the predatory research and data poisoning in reputable re-
search repositories needs immediate attention of research and medical community to de-
velop practical strategies to minimize the inclusion of predatory research in reputable re-
search repositories.
• Presenting that NIH research literature repository PubMed and PubMed-derived databases

as inputs to the state-of-the-art MedAI solutions will allow researchers, developers, and re-
search repository administration to find mitigating strategies.
• Identifying the threat of predatory publications impacting new-age medical AI solutions will

allow the development of more secure and robust MedAI solutions at both the data and the
algorithm levels.
• Mitigating the threat of data poisoning into trusted resources will encourage the practical

adaptation of research-backed decision-making in clinical settings for improved healthcare.

2 TAXONOMY AND RELATED WORK

Taxonomy: We examine and compare a wide range of existing works based on their scope and
relevance. Each of these categories presents the significance of the area and its relevance under the
scope of our work. A deeper analysis further reveals that a common goal is addressing a particular
problem of predatory research impacting medical AI integrity and security. Hence, we develop our
taxonomy by structuring the related work and expanding our analysis in these categories.

(1) Predatory Research can be classified as a combination or stand-alone variation of bogus, du-
plicate, manipulated, incorrect, and research frauds. If predatory research is mixed with gen-
uine research, then overall confidence in the research literature repositories is diminished.

(2) Research literature-based MedAI solutions use information extracted from the medical re-
search literature repositories like PubMed. The MedAI solution is the implementation of AI
in medicine to improve overall healthcare. Advanced technological innovations can gather,
analyze, synthesize, and infer meaningful information to reduce the time, effort, and cost
involved in complex healthcare solutions. MedAI solutions provide a comprehensive and
current knowledge dataset for efficient healthcare decision-making.

(3) The impact of compromised MedAI solutions on medical research and practices can mislead
future medical research and healthcare practices, which can be critical in finely targeted
scenarios of precision medicine and can influence public health negatively for a prolonged
period.

We analyze the existing work on the threat of predatory research, AI in medicine, vulnerabilities
of AI-based solutions, and the impact of research and predatory research on medical practices and
prospective medical research.

How Do We Collect the Papers? We used Google Scholar and PubMed as primary search
for papers involving medical AI, threats to medical AI, medical AI solutions based on research
literature, and the problem of predatory research. In addition, we also utilized the iris.ai search
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tool to find a pool of related research papers. We employed Google search to find the major med-
ical AI milestones, incidents of research fraud, the impact of predatory research on public health,
and recent work and news regarding medical AI and trends in predatory research. The primary
keywords and phrases are predatory research, medical fraud, medical AI, threats to medical AI, and
research literature-based medical information extraction tools.

Related Work: With regard to predatory research, a review from Dinis-Oliveira discusses the
main characteristics of predatory journals and the impact of predatory research in the context of
forensic and legal medicine research and advocates the critical need for education on the threat of
predatory research [23]. Mills et al. found that more than half of the predatory publications studied
are from the nature/biomedical field. Their work focuses on the aspects of shaping publishing
motives, decisions, and experiences in predatory publishing [61]. Mertkan et al. found that the
highest percentage of their studied predatory journals belong to medicine (around 39%) [60].

A survey by Ji et al. on KGs discusses graph convolutional networks, adversarial training, re-
inforcement learning, deep residual learning, and transfer learning and how MYCIN-like systems
apply knowledge-based decisions in medicine [44]. The NIH Translational project focuses on pro-
viding unified, standard KGs to accelerate knowledge-based medical decision-making tools. There-
fore, KGs are expected to play a critical role in new MedAI solutions [101, 107]. Secinaro et al.
discuss the increasing role of AI in predictive medicine, clinical decision-making, patient data, and
diagnostics and making a difference using AI in healthcare management [82]. Srinivasu et al. em-
phasize the importance of explainable AI in the medical decision-support paradigm to be robust
and precise as it deals with human survival [91].

Alshehri and Muhammad discuss the literature in the field of IoMT, AI, medical signal use and
fusion, edge and cloud computing, privacy, and security in the smart healthcare domain. Their
work covers sensors’ interoperability, device and information management barriers, and using
AI efficiently. However, building more robust solutions against privacy and security attacks is
challenging yet essential [11]. The survey by Zhang et al. covers attacks and defenses on textual
deep-learning, presenting how manipulated input data can alter AI output, exploiting training
and influencing output with or without the knowledge of the Model [108]. Their work has close
relevance to information extraction from the research literature as a key pre-processing step before
feeding medical information to MedAI.

What Is the difference between This Survey and the Former Ones? There is no broad and
precise literature review systematizing all those security and integrity aspects involving predatory
research effects on MedAI solutions. Our work investigates the security, integrity, and credibility
of MedAI solutions that rely upon research literature repositories as critical data sources. More
specifically, we consider the possibility that research literature repositories may contain predatory
content. Our observation is that MedAI solutions incorporate predatory publications found in
research literature repositories, which undermines the trust in these solutions. Table 1 shows a
brief comparison of the scope of our work with other recent relevant work. We identify a gap
in covering all aspects of predatory research, information extraction tools, applied AI methods
in healthcare, and associated threats. Identifying hidden and non-obvious threats, vulnerabilities,
and misuses is essential in designing better defense strategies to protect the integrity and security
of current and future MedAI solutions.

3 BACKGROUND

Back in 1956, AI was introduced as an idea to develop machines replicating human intelligence.
Medicine has been cautious about adopting AI in day-to-day clinical practices because of the
involved complexity of integrating technology with medical, financial, legal, and ethical liabili-
ties [86]. Despite enormous challenges, the rewards of using MedAI are undeniable, and there has
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Table 1. Comparison of Recent Relevant Work in Medical AI, Threats, Tools, and Predatory Research

Reference

MedAI

and AI

threats

MedAI

Tools

Predatory

Research

in Medicine

Predatory

Research

affecting

MedAI Tools

Alshehri and Muhammad [11], 2020, Survey ✓ ✗ ✗ ✗

Zhang et al. [108], 2020, Survey ✓ ✗ ✗ ✗

Dinis-Oliveira [23], 2021, Article ✗ ✗ ✓ ✗

Ji et al. [44], 2021, Survey ✗ ✓ ✗ ✗

Mills et al. [61], 2021, Review ✗ ✗ ✓ ✗

Mertkan et al. [60], 2021, Systematic Review ✗ ✗ ✓ ✗

Secinaro et al. [82], 2021, Literature Review ✓ ✗ ✗ ✗

Srinivasu et al. [91], 2022, Case Studies ✓ ✓ ✗ ✗

Our work, Survey ✓ ✓ ✓ ✓

been increasing use of MedAI in robotic procedures, diagnosis, statistics, and human biology, in-
cluding omics [38]. MedAI has opened a new dimension for medicine to harvest the abundance
of knowledge scattered in the medical research literature and isolated silos of diseases, drugs, and
patient data. Computational technological advancements can better handle the limitations on data
collection, storage, and processing needed for precision medicine [7]. Thus, the research-data-AI
trio became more equipped than ever to help modern medicine find the probable cause and the
possible treatment in a decent time frame with reasonable trust. The cost of unreliable output from
such MedAI solutions is too high to ignore the vulnerabilities and threats associated with research
misconduct, data flaws, and exploitable algorithms. An unreliable MedAI output can be fatal in
patient care, and flawed results can misalign the overall cycle of future research and healthcare
solutions in a harmful direction.

3.1 MedAI Methodologies and Biomedical Knowledge Representation

MedAI Methodologies: Bayesian methodologies are basic standards for acceptable uncertainty
in research data and are widely accepted in the medical research community and regulatory agen-
cies [5]. Semi-supervised and unsupervised machine-learning techniques are more applicable to
developing transformative machine intelligence-based systems for diagnosing and recommend-
ing treatments for a range of diseases and health conditions [1]. Artificial Neural networks and
fuzzy logic can be combined as a hybrid intelligent system to accommodate common sense, extract
knowledge from raw data, and use humanlike reasoning mechanisms [73]. A PubMed-based study
shows that more than 70% of AI methods applied in medical research are neural networks and
Support Vector Machines for imaging and genetics [45]. At the same time, NLP is a crucial method
to extract information from unstructured data such as research literature, clinical notes, patient
reports, and so on [45]. Deep Learning (DL) and NLP are widely employed to extract meaningful
information from the research literature. The intersection of data science, analytics, and precision
medicine optimizes the tools and information used to deliver improved patient outcomes [33].

Biomedical Knowledge Representation: Syntactic Analysis and Semantic Analysis are two
core operations of NLP used to obtain the structure and the intent of the given text. Semantic anal-
ysis is closest to understanding and interpreting information in the right context to mimic human
intelligence. Semantic analysis is a multilayered process including filtering, segmenting, encoding,
defining, and identifying relationships between objects, linguistic perception, syntactic analysis,
pattern classification, data classification, feedback, cognitive reasoning, and data understanding.
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The UMLS provides semantic knowledge to extract unique associations among diseases, genes,
and drugs. Each concept is defined in UMLS by a Concept Unique Identifier (CUI) [17]. Two
concepts can be connected with one or more semantic relationships known as predicates. A triplet
of object-concept, subject-concept, and relationship carries concise and useful information. For ex-
ample, drug x (object-concept) treats (relationship-predicate) disease Y (subject-concept). Semantic
analysis has been a key component of ML to extract relationships among disease, diagnosis, and
treatments from the research literature [66].

Resource Description Framework (RDF) is a standard language for representing information
about resources in the World Wide Web. RDF provides a way to describe resources using a set of
triples, which consist of a subject, a predicate, and an object. It is used in applications, such as data
integration, knowledge representation, and semantic web technologies [78].

Fig. 1. SemMedDB extracted knowledge graph-

nodes (concepts with unique UMLS CUIs);

edges(Predicates).

Knowledge Graphs in Medical Domain:

Knowledge Graphs contain a large amount
of prior knowledge and are widely used for
decision-making systems, search engines, or rec-
ommendations [109]. Knowledge Graphs are
highly applicable in the medical domain and
research. Medical knowledge graphs applying
knowledge reasoning can help providers and
researchers find known and unknown relation-
ships among diagnostics, diseases, and treat-
ments. Logical inference and probabilistic refine-
ments can develop intelligent systems to suggest
treatment options. Knowledge reasoning can de-
rive new relationships among the entities and
further enriches the knowledge graphs [21].

Figure 1 shows a visual presentation of knowl-
edge queried from SemMedDB for a drug Ima-

tinib to show how it is associated with genes and
diseases through different predicates. Nodes rep-
resent the concepts, and edges represent predicates. RTX-KG2, a recently developed knowledge

provider, is a biomedical knowledge graph to integrate 70 knowledge sources following the stan-
dard Biolink model to maximize interoperability [101, 107]. Such advancements can help provide
standardized biomedical data to a diverse set of medical applications and reduce the cost of cross-
verification and synthesizing among heterogeneous data sources. However, that makes it even
more critical to ensure the integrity of the data.

3.2 Security and Integrity of MedAI Solutions

Since 2010, about 40% of 200 new businesses have directed health interventions or predictive capa-
bilities. It is estimated to help with a reduced healthcare spending of around $450 billion if scaled up
to mainstream use [48]. However, it also increases the risk of utilizing promising AI methodologies
that can be exploited to alter inputs and output through exploratory and adversarial attacks. If the
manipulated research publications get included in a reputable research literature repository, then
this predatory research poses a potential threat to the data integrity of the data source. However,
MedAI aims to bring all the relevant information together and filter out irrelevant information
without skipping more challenging instances. This requirement may make MedAI vulnerable to
predatory research. It is crucial to include that one single paper on the latest finding that can
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alter the life of some patient(s), and it is even more important to validate whether that paper is
predatory.

Data pollution and targeted or untargeted data poisoning can mislead the MedAI algorithm [26].
Even without exploiting the MedAI algorithm, undetected bad inputs can traverse the MedAI out-
put. Thus, it is important to identify the threat surface and find solutions to mitigate the threat
to the minimum possible level. Misclassification in neural networks is a well-known adversarial
attack that is more common to image-based MedAI solutions. However, text-based adversarial
attacks are feasible and can damage the confidence in MedAI output [26, 49, 62]. Szegedy et al.
showed that adversarial inputs need not appear unusual or pathological, and even slight perturba-
tion can change the outcome completely [97]. An attacker can potentially perturb it in a direction
that aligns well with the weights of the MedAI algorithm and thus amplify its effect on the out-
put [35]. The potential for algorithmic bias may violate beneficence and non-malfeasance medical
principles affecting a specific population through incorrect or absent diagnosis and treatment [51].
As NLP is a core process to extract intelligent information from the research literature for MedAI,
it is critical to have a defense against adversarial attacks [108].

This work focuses on the threats to MedAI solutions using research literature as a primary data
source. We primarily study the infiltration of predatory publications impacting MedAI solutions’
integrity and security. With all potential benefits, AI can also have profound health effects due
to data bias and insufficient sample size and can produce incorrect results. AI may need to be
more trustworthy to completely replace humans, especially in more human-dependent settings
of therapy sessions. On the one hand, AI can significantly reduce costs and allow easy access
to healthcare in rural areas. Patients may prefer to disclose sensitive information to AI than a
fellow human. On the other hand, any health-related digital records can pose considerable risk to
patient confidentiality, and any manipulation or induced biases can be a severe problem harming
the patient.

4 PREDATORY SCIENCE UNDERMINING SCIENTIFIC INTEGRITY

Medical research has been revolutionary in the past few years, and there is an apparent increase
in the number of publications each year. However, innovation is not the only reason for soaring
numbers. The “publish or perish” culture and Open Access (OA) journals are great contributors
to an unprecedented increase in research publications. The pressure to publish may influence re-
searchers to bypass rigorous review of their work, which allows journals to follow non-standard
and questionable publishing processes. These journals are categorized as predatory journals and
promote predatory publications with unintended or intended consequences regarding the data.
Research misconduct cases increase the data manipulation probability. We take a close look at
the publishing methods and motivations to analyze the reasons supporting the rapid increase of
predatory publications. We study the research literature regarding predatory research, available
at Google Scholar and PubMed, and extract a summary of the definition, motivations, actors, and
impact of predatory research.

Before the dawn of OA journals around 2000, medicine research publications were under tradi-
tional journals where the reader pays for access [58]. The traditional model supports a highly eth-
ical, comprehensive, and robust peer-review system to publish trustworthy and valuable research.
Over time, many found the traditional approach too strenuous and limiting to disseminate the
research timely, almost delaying the actual benefit and impact of the research findings. A multi-
layered, tedious, mostly yearlong, and complex peer-reviewed process and pay-to-access model
pushed researchers to look for alternatives.

Without a robust review process, there is the probability of unauthentic research getting pub-
lished with flawed findings and conclusions. Such predatory publications can pollute the research
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Fig. 2. High-level overview of predatory science impacting MedAI and healthcare.

literature repository. Figure 2 illustrates a high-level overview showing that predatory science can
induce biases and influences through data pollution and data poisoning. Polluted data input can
cause an intentional or inadvertent failure of real-world MedAI systems. Open Access journals
assist researchers with presenting their work quickly, with much shorter publication times and
free online access to the research community. The Article Processing Charge (APC) may sound
necessary to maintain the OA journal’s operations, but that pushed prioritizing pay-to-publish
over scientific integrity [14]. The OA model is here to stay, so the focus has to shift more to what
can be done to restore and maintain research integrity rather than discrediting OA journals alto-
gether. As per the Directory of Open Access Journals (DOAJ), there are 15,954 journals from
124 countries in 80 languages [4]. There is a debate about both the publication systems’ pros and
cons. However, maintaining the scientific integrity of all research publications is critical, as the
consequences of allowing pollution are devastating to science and medicine.

Research misconduct is another critical component of predatory research. As per the U.S. Office
of Research Integrity, research misconduct is as follows: (a) Fabrication is making up data or results

and recording or reporting them; (b) Falsification is manipulating research materials, equipment, or

processes, or changing or omitting data or results such that the research is not accurately represented

in the research record; (c) Plagiarism is the appropriation of another person’s ideas, processes, results,

or words without giving appropriate credit; and (d) Research misconduct does not include honest error

or differences of opinion [3]. Research misconduct is a less reported, largely undetected problem
with a possible long-term impact because of misleading directions based on fraudulent research
[30].

Medical journals are 40% of the 171 journals we studied, with the highest percentage of one
or more predatory publications [60]. Reputable journals are also affected by research misconduct
during the COVID-19 pandemic due to panic of finding the solution through rapid research [23, 59].
As we study the scholars addressing the problem of predatory science, including factors, actors,
and defense strategies, we see the following trends:

• What is predatory science? Predatory journals, publishers with questionable practices, and
publications involved with research misconduct [13, 22, 69, 77, 84].

ACM Computing Surveys, Vol. 55, No. 14s, Article 315. Publication date: July 2023.



A Survey of Threats to Research Literature-dependent Medical AI Solutions 315:9

Table 2. A Summary of Features of Predatory Journals/Publications

Predatory Journals/Publications Key Features Citations

Plagiarism, bias, errors and frauds [31, 37, 54, 57, 77, 92, 93]

Absent or minimal peer review process [13, 20, 57, 77, 90]

Distorted editorial and publications practices [20, 37, 84, 90]

Piracy [54, 57, 77]

Pay-to-publish, Drain Money [20, 77, 84]

Aggressive indiscriminate solicitation [37, 77]

Abuse of trust, Concealed conflict of interests [77, 87]

Low quality writing and images [20, 84]

More predatory publications once indexed in reputable repositories [57, 77]

Other: Human activity, Non-relevant scope of interest [84, 87]

• What is a predatory journal? These are mostly OA journals of low quality and ethics [57]
with no or minimal peer-review [13, 20, 69, 77, 84]; this is a pay-to-publish model with
questionable editorial practices [20, 57, 77, 90]. Table 2 summarizes key features of predatory
journals and publications and shows that plagiarism, bias, errors, and fraud are the most
discussed issues in studied literature, which can influence MedAI output.
• What are the reasons and motives? The most common factors are the importance of quantity

over quality [20, 54], a critical component for hiring, promoting, funding, and recognizing
authors [13, 20, 31, 57, 69, 77], including the “publish or perish” model [54, 75]. Financial
gain, career progression, and finding novelty at all costs are primary motives for researchers,
clinicians, and pharma industries for predatory research.
• Who are the actors? Global issues include world leaders in research and developing countries,

greedy publishers, novice researchers (because of pressure to produce, desperation after mul-
tiple rejections, ignorance, and lack of supervision), and experienced researchers who strive
for financial gain and fame or are under pressure to produce.
• What is the damage? All are agreed that undermining scientific integrity is the most critical

danger of allowing predatory science getting mixed with genuine research. A waste of re-
sources, money, and talent are other major concerns [37, 54, 69, 90]. Unverified conclusions
may harm patients if physicians are unaware of the bad data [77].
• What is the extent to harm patients? Patient harm is not discussed by all papers studied with

a focus on predatory journals but is more discussed in retracted research and research mis-
conduct papers. The retracted research may already have done the damage for the period it
went undetected, and even after retraction, it may affect physicians and people’s perception
for a much more extended period [20, 31, 93].
• What is the defense strategy? The strategy is to define the standard measurable features [22,

37, 77, 84], promote awareness and education on identifying predatory journals and publish-
ers [54, 77, 84], and conduct data quality checks [31].

There is some indication of the presence of predatory science in reputable databases and how
it encourages the publication of more predatory journals once that journal is part of the reputable
databases [69]. Citations of such unreliable research in reputable journals is another concern, as
there were 389 citations made in WoS-listed journals from 3,427 potentially predatory papers pub-
lished between 2010 and 2015 [8]. A more recent work highlights that, in general, current and
future African neurosurgery physicians are unaware of predatory journals and not equipped to
identify them [46]. Table 3 highlights the significance of predatory science undermining scientific
integrity, as mentioned by almost all of the studied literature work.
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Table 3. Major Impacts of Predatory Science

Key Impact of Predatory Science Citations

Damaging Scientific Integrity [13, 20, 37, 54, 57, 77, 84, 87, 90, 93]

Impact patient care and corrode public health [20, 31, 37, 77, 84, 93]

Pollution in reputable databases [57, 69]

Waste of money, manpower, and resources [37, 69]

Reflecting inadequacies in self-regulation [54]

From the above-discussed literature, there is no standard definition established so far that is
acceptable to the global research community. It is challenging to avoid predatory journals without
knowing what can or cannot be predatory. Most of these journals do not conduct proper peer-
review processes and follow questionable practices, including charging a substantial publication
fee known as APC. In addition to reviewed papers, we explored a few major predatory journal
sites. They charge APC between $300 and $3500 with a processing time of 9 days to a couple of
weeks, which is much shorter than traditional journals. Without a proper review system, unveri-
fied research does not have much credibility. As this kind of published work may have plagiarized,
incorrect, unverified, or fake data and manipulated results, “predatory journals” are increasingly
interfering with genuine research [42]. Retracted research and undetected publications with re-
search misconduct make the probability of bad data higher and a more significant threat to scien-
tific integrity [6, 65]. By 2015, there were estimated to be as many as 10,000 predatory journals
worldwide. The ultimate risk is the altered results of synthesized knowledge because of rapidly
increasing numbers of such predatory publications [13, 22, 37]. We observe that many research
publications point out that predatory research can impact patient care and can corrode public
health [20, 31, 37, 77, 84, 93]. However, there is no specific way to measure the actual patient harm
caused by predatory research or medical AI. A cost analysis may provide insights into the net
benefits or losses of research investments by NIH [1].

In 2013, John Bohannon’s investigative fake medical paper was submitted to many publishers
and got accepted by 60% of journals, including Elsevier [42]. A 2015 “Dr Fraud” experiment exposed
the untrustworthy process of hiring editors and reviewers for predatory journals, as a fictitious
scientist was offered the position by 40 journals and by 8 DOAJ [89]. The cancer journal Tumor

Biology suffered a retraction of 107 papers after their fake peer review process was exposed [6].
More recently, 15 papers from Tumor Biology were retracted in 2021 for problems related to image
manipulation or misuse [65]. A long-standing issue is becoming even more significant, undermin-
ing scientific integrity, and it needs immediate attention from all involved in genuine research ef-
forts [90]. In general, academic institutes have some guidelines to avoid predatory journals, but that
did not slow down the growth of predatory journals and predatory publications. There are more
suspected predatory journals (10,406) than legitimate journals (10,077) in Cabell’s list [37], which
indicates the genuine concern of predatory literature polluting research literature repositories.

4.1 Predatory Science Infiltration in Trusted Resources

There are a couple of outstanding academic databases for biomedical research, medicine, and
healthcare to provide credited references. The question is how much these credited resources are
already infected by predatory publications. The concern is real, as predatory journals are already
becoming part of PubMed [57, 69], which is serving as a source to develop other intermediate
resources like NIH SemMedDB and Translational KGs to feed MedAI solutions. More specifically,
Figure 2 demonstrate the threat of possible patient harm and increasing the overall healthcare
burden, which defeats the purpose of utilizing AI in medicine. Figure 3 highlights the threat of
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Fig. 3. Information flow among research literature, medicine knowledge base, and MedAI.

predatory research impacting MedAI solutions and patient care as well as influencing future re-
search that will continue the cycle with an increased probability of larger data pollution in research
literature repositories, further diminishing the confidence in MedAI output. Flawed or bogus con-
clusions may go undetected for an extended period and affect clinical practices before being re-
tracted. It is challenging to maintain the integrity and security of research data to use as the basis
of MedAI to employ in precision medicine and not to let it be predatory medicine.

5 MEDAI SOLUTIONS DERIVED FROM BIOMEDICAL LITERATURE

Most biomedical research is conducted and documented in natural language, adding ambiguity,
context, synonyms, and variants to the recorded information. Exponentially growing biomedical
information, adding over a million publications every year to PubMed, is challenging for manual
curation. MedAI can tap the potential of research information in data-centric precision medicine.
However, it is necessary to develop methods and tools to comprehend vast biomedical text and
extract knowledge in machine-readable form to process and present synthesized and inferred in-
formation. PubMed has been a reference point in the research literature repositories. Hence, an
apparent primary source input for many tools to address the automated curation of biomedical
literature [55].

Figure 3 demonstrates the basic flow of information extraction from the research repository and
how it can impact MedAI, clinical implementation, patient care, and future research. Text mining
through NLP is one core process in extracting knowledge that varies in applied methods, datasets,
and user interfaces dependent on the tool’s goals. Automated curation utilizes various intermediate
tools and datasets. Different components add functionality and cross-verification; it also increases
the threat surface to protect and maintain the integrity of these solutions. We searched Google
Scholar and PubMed for biomedical literature-based medical decision-making, with variations of
medical AI, medical tools, medical solutions, PubMed information extraction tools, and PubMed based

medical AI solutions. We searched for biomedical research literature-based tools developed since
the mid-2000s to see how these solutions use the diverse technological developments to apply for
information extraction, analysis, and knowledge presentation. We focus more on the adopted AI
methods, data sources, scope of usage, and limitations with the current possibilities in the field
to expand on. Table 4 presents a quick view of methods, data sources, components utilized, and
accessibility of studied tools.
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Table 4. Comparison of Clinical and Non-clinical Research Literature based MedAI Solutions

Tool Year Methods Scope of Usage Intermediate Source, Process or Supporting Tool Availability

PICO [81] 2007 Text-mining, NLP, ML Researchers, Clinicians EBM-Evidence Based Medicine, UMLS, MetaMap,
SemRep

Public

Semantic
MEDLINE [79]

2011 Text mining, NLP, Semantic Analysis Researchers, Clinicians D2R Server, SPARQL, UMLS, SemRep, RDF graphs,
SemMedDB

Free license for
UMLS

GeneView [99] 2012 ML, NLP, text mining, relation
extraction

Researchers ChemIDPlus, NCBI Taxonomy,
DrugBank/PharmGKB, Entrez Gene, Kegg, MeSH,
dbSNP, Brno nomenclature, OMIM

Public

tmVar [102] 2013 CRF based ML, Entity recognition,
tokenization, mutation identification
(CRF) and regular expression patterns

Researchers, data
curators

Tokenization, mutation identification,
post-processing- regular expression for matching
irregular and rare mention

Public

PubTator [103] 2013 Text mining, Entity recognition,
Dictionary lookup, Annotation, ML

Researchers, data
curators

tmVar, GeneTuKit, GenNorm, SR4GN, Dnorm Public

Literome [72] 2014 NLP, Text mining, ML Researchers, data
curators

MS SPLAT-Statistical Parsing and Linguistic
Analysis Toolkit -Taggers and parsers, sentiment
analysis

Public

tmVar 2.0 [104] 2017 Text-mining, Pattern matching,
dictionary lookup

Researchers GNormPlus, dbSNP, clinvar Public

LitVar [10] 2018 ML, Text-mining, Entity recognition Researchers tmVar, PubTator, TaggerOne, GNormPlus, SR4GN Public

Iris.ai [41] 2018 Classification, word-usage frequencies,
ranking algorithm on relevance

Researchers Document Grouping, Core, Arxiv Free Basic,
Paid-Commercial

PubTerm [29] 2019 Co-occurrence and statistics of
occurrences, annotation

Researchers, data
curators

PubTator, DataTables, Public

CancerMine [52] 2019 NLP, ML, Logistic Regression classifier,
supervised learning algorithm, text
mining- genotype-phenotype
relationship, word frequencies, and
semantic features

Researchers, Clinicians Kindred relation classifier, PubTator, GNormPlus,
tmVar, Dnorm

Public

mediKanren [68] 2020 Logical Reasoning, heuristics, indexing Researchers, Clinicians miniKanren, Racket, Knowledge graphs,
SemMedDB, Precision Medicine

Public- on
Github, proof of
concept

LitSuggest [9] 2021 NLP, ML, Ridge classifier, elastic net
classifier, Logistic Regression Classifier

Researchers, Curators Pubmed, PubTator Public, NIH
Web-based tool

RTX-KG2 [107] 2022 Extract-Transform-Load approach,
Biolink [101] Schema

Researchers, Clinicians UMLS, SemMedDB, ChEMBL, DrugBank,
Reactome, SMPDB, and 64 other knowledge sources

Public, code on
Github, API

SEMANTIC MEDLINE [79] is a web-based application that integrates document retrieval, ad-
vanced NLP, automatic summarization, and visualization. RDF graphs are used in network-based
bioinformatics analysis to (1) prioritize the candidate disease genes, (2) propose novel drug tar-
gets, (3) discover enriched biological functions/processes in disease-related genes, and (4) identify
potential disease relationships within the context of the whole knowledge.

D2R Server is a tool for publishing relational databases on the Semantic Web. It enables RDF
and HTML browsers to navigate the content of the database and allows us to query the database
using the SPARQL semantic query language. Semantic MEDLINE web app shows the relationship
between concepts and predicates, including references to the PubMed publication.

PICO provides ubiquitous access to clinical information and knowledge-based resources to an-
swer clinical questions for evidence-based medicine. The PICO representation mainly relies on in-
herent semantic relationships between concepts to connect different elements. For example, with
etiology questions, the connection between interventions and problems is assumed to be causal.
Thus, the PICO frame is ill suited to questions that challenge these implicit relations [40, 81].

GeneView is a fast and powerful tool for navigating biomedical literature for keeping pace with
the latest research results. The most important features of GeneView include the possibility to
search for articles describing a specific biological entity, flexible ranking of results according to
users’ needs using optimized ranking algorithms, and intuitive visualization of semantically anno-
tated texts. GeneView can considerably reduce the necessary effort for searching, reading, under-
standing, and annotating biomedical articles [99].

tmVar is a text-mining tool based on a conditional random field for extracting a wide range of
sequence variants described at protein, DNA, and RNA levels. tmVar 2.0 implements the future
direction from original tmVar research to improve the clinical relevance of dbSNP reference vari-
ants by text-mining PubMed [102, 104]. PubTator is a web-based text mining tool for assisting
biocuration, providing automatic annotations of biomedical concepts such as genes and mutations
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in PubMed abstracts and PMC full-text articles [103]. PubTerm is a simple system to acquire, cu-
rate, annotate, and categorize not only abstracts but also genes, diseases, species, drugs, sequence
variants, journal, and author-related information [29].

The Iris.ai tool suite is explicitly aimed at researchers in the early phase of a new project [41].
They are especially suitable for interdisciplinary projects where the combination of knowledge
from various research fields will be vital to the project’s success. Iris.ai searches from a paper of
the user’s choice or a self-written problem statement. Iris.ai search is based on machine-extracted
keywords, contextual synonyms, and hypernyms against more than 200 million Open Access pa-
pers, patents, and even EU-funded research projects.

Literome provides a cloud-based knowledge base for genomic medicine, featuring knowledge
automatically curated from PubMed abstracts by an NLP system. It offers powerful search and
exploration capabilities and a feedback mechanism to improve annotation and extraction contin-
uously. Literome focuses on entities and relations most pertinent to genomic medicine. Users can
browse and search the resulting knowledge base through the Literome website, which gets updated
as new abstracts become available [72].

Litvar is a novel web-based tool that combines robust and advanced text mining with data in-
tegrating from PubMed, dbSNP, and ClinVar for an accurate search of variants and related gene,
disease, and drug information. In addition, variants are often asserted with different names in
publications; thus, a search in PubMed using only one name usually cannot retrieve all relevant
articles [10]. LitVar uses tmVar, a high-performance variant name disambiguation engine, to nor-
malize different forms of the same variant into a unique and standardized name so that all match-
ing articles can be returned regardless of the use of a specific variant in the query. LitVar lever-
ages the state-of-the-art literature annotation tool, PubTator, to provide critical biological rela-
tions among variations, drugs, genes, and diseases. LitVar supports searches by variant or variant
with a gene found in the title, abstract, and full texts, including supplementary materials. For re-
lation extraction, LitVar currently relies on sentence co-occurrence, and results may include false
positives.

CancerMine is an automated approach using text-mining of the database of drivers, oncogenes,
and tumor suppressors in different types of cancer [52]. CancerMine is using an ML approach
logistic regression classifier on word frequencies and semantic features. A known relationship
between genes and their role in a certain kind of cancer can help with early diagnosis and timely
treatment. CancerMine can reduce manual effort and save time and cost to extract this information
from the research literature.

mediKanren is a MedAI employing reasoning over the NIH SemMedDB knowledge base, using
logical reasoning, heuristics, and indexing [68, 85]. mediKanren is a combination of miniKanren
(Logic Programming Language), Racket (General-purpose Programming Language), a database
SemMedDB, Knowledge Graphs, and a graphical user interface (GUI) to simplify data explo-
ration for drug repurposing to assist precision medicine.

A more recent NIH tool, LitSuggest, can find and rank publications from research conducted in
the Computational Biology Branch, NCBI/NLM, using advanced machine learning and information
retrieval techniques. LitSuggest can automatically scan the literature weekly for new publications
relevant to a user-specified topic [9].

RTX-KG2 is presented as the first open source knowledge graph that integrates UMLS,
SemMedDB, ChEMBL, DrugBank, SMPDB, and 65 additional knowledge sources within a knowl-
edge graph that conforms to the Biolink standard for its semantic layer and schema at the intersec-
tions of these databases. The current version of RTX-KG2 contains 6.4 M nodes and 39.3 M edges
with a hierarchy of 77 relationship types from Biolink [101, 107].
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5.1 Comparative Analysis of Tools Based on Biomedical Literature

We performed a manual analysis to compare methods, scope of usage, nature of tool (as source,
process, intermediate or supporting tool), and availability. We compare these tools based on their
objectives and scope, type of input data source and the data format, their limitations, and chal-
lenges and if they consider predatory research in source data or during the information extrac-
tion/presentation process. From the review of these tools, it is evident that there is an undeni-
able need to efficiently curate the abundant knowledge from the research literature to enhance
decision-making in research and clinical settings. It also clarifies that NLP and text-mining algo-
rithms are basic yet critical components in data curation to make it machine readable for any
further utilization. It is interesting to observe that over the years, basic tools developed for infor-
mation extraction [103, 104] have been being used by more complex data curation with targeted ap-
proach [10, 29, 52]. Many such tools utilize entity and relation extraction to assist automatic biocu-
ration [10, 52, 99, 102–104]. Most of the tools use machine learning for data training and predic-
tions, while mediKanren [68] uses logical reasoning, heuristics, and indexing. Supervised machine
learning is the most commonly applied AI method using classifiers on keywords, co-occurrence,
pattern matching, and dictionary lookup to extract and normalize entities and relationships. Few
of these tools utilize similar intermediate systems like UMLS, GNormPlus, ClinVar, DNorm, and
dbSNP for more efficient and comprehensive knowledge extraction from the bio-literature. GNorm-
Plus is an end-to-end system that handles gene/protein name and identifier detection in biomedical
literature, including gene/protein mentions, family names, and domain names. ClinVar aggregates
information about genomic variation and its relationship to human health. dbSNP contains human
single nucleotide variations, micro-satellites, and small-scale insertions and deletions along with
publication, population frequency, molecular consequence, and genomic. The UMLS integrates and
distributes key terminology, classification and coding standards, and associated resources to pro-
mote the creation of more effective and interoperable biomedical information systems and services.
A recent development with integrating datasets to develop more consistent inputs is prone to the
same threat of predatory data-induced data pollution if any component dataset is already exposed
to such a threat. For example, RTX-KG2 is based on 70 databases with SemMedDB as a primary
source. The most significant contributing knowledge source for RTX-KG2.7.3pre is SemMedDB,
which has 19.3 M edges, about one-third of the total edges. SemMedDB is PubMed derived data-
base, and PubMed is vulnerable to predatory research [57, 107]. We compare these MedAI solu-
tions, broadly on their objectives and scope, their data sources, and data formats. We also discuss
the limitations and challenges of these tools that can affect the efficiency and integrity of these
solutions.

5.1.1 Objectives and Scope. Some tools are more focused on providing ready support to clini-
cians based on derived or inferred relationships between diseases, genes, and drugs [52, 68, 79, 81]
while others are primarily for data curation [29, 102–104]. The Iris.ai tool is explicitly aimed at
researchers to provide relevant research literature based on research problem formulation, espe-
cially for interdisciplinary projects where the combination of knowledge from multiple research
fields can be vital [41]. LitSuggest can help with the biomedical literature recommendations and
curation [9]. These tools can be used independently, and more advanced systems utilize the work
done through modular tools as subsystems.

5.1.2 Input Data Sources and Data Formats. PubMed as a primary data source was the key crite-
rion to study these tools, but this is worth noting that these tools work with different data formats.
For example, many of them extract information from PubMed directly and incorporate other cu-
rated domain-specific datasets for genetics, diseases, and drugs to present known and inferred
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knowledge. Semantic MEDLINE and mediKanren utilize PubMed-derived SemMedDB and Knowl-
edge Graphs. Some other tools employ other databases in combination with PubMed data. Most
of these tools are web-based, with regular updates to the data with growing biomedical literature.
mediKanren is still evolving but currently can operate on a moderately advanced laptop with a
local GUI interface with local datasets on disk to assist physicians in real-life clinic scenarios [85].
RTX-KG2 is using the largest set of KGs among current solutions and NIH translational data project
is expected to be a common uniform standard dataset for future MedAI solutions [101, 107]. LitSug-
gests is directly extracting information from PubMed, and it can have a direct impact on increasing
predatory publications [9].

5.1.3 Limitations and Challenges. Though all tools acknowledge the significance of research
literature and data curation, many of these tools face the challenges and limitations of data
and algorithms used in the process. The sheer volume of the medical literature and the high
cost of expert curation forces current curated variant information in existing databases to be
incomplete and out of date [104]. Many of the studied tools work with only titles and abstracts to
extract the information. However, more information exists in full text, and these tools may have
incomplete or missing information. These tools are also bound to the accuracy of the applied
text mining algorithms, which are known to be imperfect in both entity recognition, and relation
extraction [10]. As tools are primarily trained on abstracts for entity tagging, their full-text results
may be inferior due to their structure and complexity. Another common limitation to using these
tools is the domain knowledge, especially with PICO and Iris.ai; results are dependent on how well
the problem is formed. Other tools’ outputs may also be more valuable to the researchers and clin-
icians well versed with background knowledge to know what to look for even if the information
exists.

All these data-driven knowledge extraction tools heavily depend on the integrity of the research
publications hosted by PubMed. Possible pollution in terms of bogus, invalid, manipulated research
either through predatory journals or research misconduct cases may cripple the chain of trust, and
results cannot be trusted. Any vulnerabilities in lower-level tools may impact the functioning of
complex tools using these tools in the process.

This review of research literature-based tools clarifies that none of the studied literature on tools
discusses the possibility of data pollution in PubMed or any other intermediate data sources. As
there is no current consideration of input data pollution, that confirms the potential threat that
predatory research mixed with genuine research in a research repository may impact the output
of these tools. To build more robust MedAI tools, it is important to acknowledge the threat and
then build the defense to mitigate the threat of predatory research-induced data pollution.

6 ATTACKS AND IMPACT OF PREDATORY SCIENCE ON MEDICINE

On April 11, 2018, the first AI computer vision diagnostic system without a human clinician was
approved by the U.S. Food and Drug Administration (FDA) [70], and the FDA approved 29 AI-
based medical systems between 2016 and early 2020. There has been an immense interest in MedAI
since 2010 with a 20-fold increase in AI/ML-based research publications from 2010 to 2019 [15]. On
the one hand, this acknowledged the significance of AI in future medicine; on the other hand, it
raised the known concerns of adversarial examples even higher, especially in the absence of clear
ethical and legal consequences when a machine fails.

We present a basic understanding of the most common threats and attacks that can impact
MedAI solutions, and then we compare the studied works, based on their scope, AI method(s),
attack type, and key impact. Studied papers are either specific to healthcare or generalized but can
be highly damaging in healthcare [24, 26].
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Fig. 4. Text-based adversarial attack to manipulate MedAI output [26].

6.1 Vulnerabilities and Threats to MedAI Solutions

Adversarial examples are known threats, especially in computer vision to alter the output with
unsuspecting minor pixels manipulations [35], and a similar approach is expandable in text-based
AI algorithms and systems. This somewhat new threat has not been mapped yet to the depth of
the possible destruction it may cause when applied to the medical research literature. Appropri-
ate peer review is essential in validating and approving medical diagnostics research, which may
require public access to the architecture and methods to maintain transparency but that provides
an opportunity for more targeted adversarial attacks [26]. Medical staff may not have advanced
knowledge to build secure systems, but internal medical staff may develop applications to keep
usability simple with no inbuilt defense mechanism. It is vital to know how model deployment
can enable end-users to submit data into a running ML algorithm to subtly influence its behavior
without ever knowing or accessing the model or the hosting IT environment [26].

While image-based adversarial attacks are well discussed in the literature, now more studies
are finding vulnerabilities to exploit in text-based adversarial attacks. Our understanding is that if
the input is polluted but undetected, it is difficult to identify the possible attacks and the defense.
Figure 4 shows how text manipulation can turn a high-risk observation into a low-risk event, which
will hamper the needed attention to the patient [26]. Especially in the case of opioid abuse, it can
be life-threatening in the absence of proper medication assistance. The other scenario presents a
motivation to get the reimbursement approved, which can be achieved through adversarial adding
of similar yet different medical codes as those are interpreted differently by the AI [26].

It is difficult to define perturbations in symbolic and discrete research literature texts. If an
attacker can map the discrete to continuous data, then attacks from computer vision may be ap-
plicable to the text. The unperceivable textual adversaries are complex as even minor changes
may be noticeable. Also, they can be tracked or detected through many languages reviewing tools
through spelling-check or grammar-check. The semantics of a word or sentence may be changed
in context and sentiment even by small text changes that are not preferred for designing adver-
sarial attacks. Due to these differences, current state-of-the-art textual attackers either carefully
adjust the known computer vision-based methods by enforcing additional constraints or propose
novel methods using different techniques. Subtle, undetected, and unsuspected input pollution is
necessary for the success of an adversarial attack [76].

Figure 5 shows how Deep Neural Network–based text interpretation using NLP can be manipu-
lated by evasive, minimal yet well-crafted adversarial examples to get completely different output
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Fig. 5. Change of 100% negative reviews to 89% positive in sentiment analysis [53].

Fig. 6. Algorithm-independent predatory research induced data manipulation attack [62].

from the sentiment analysis. The changes look like typos, with less suspicion, changing only a digit
or letter strategically. However, these changes replace a 100% negative result with a 89% positive
one [53, 108].

6.2 Type of Attacks Impacting MedAI Solutions

An AI pipeline generally consists of data collection, data pre-processing, model training, model
inference, and system integration [95]. Each phase of the AI pipeline can be vulnerable to various
security threats. In this survey, we are focusing only on data collection and data preprocessing
phases to study if it can impact the MedAI output. The major security risks in the data collection
phase include data biases, manipulated data, and data breaches. In terms of research repositories,
data collection represents the published research articles and data presented in these publications.
Every time a predatory publication is added to a reputable research repository, data pollution may
have a larger influence to impact overall conclusions based on data extracted from these research
repositories. The data pre-processing phase covers any derived datasets from research repositories
to use as MedAI input.

Figure 6 is adopted from Algorithm 1 of Mozaffari et al. and simplified to demonstrate the threat
of algorithm-independent attack through input data manipulation [62]. The original dataset D be-
longs to (X ,Y ) withN instances, whereX represents an instance’s attributes andY is the class label.
The attack adds N ′ malicious instances to the original dataset to develop a manipulated dataset D ′

belongs to (X ,Y ) with N + N ′ instances. For each candidate, the algorithm evaluates its classifica-
tion accuracy on the validation set. The candidate with the highest degradation in classification ac-
curacy is selected and added to the dataset. This generic and algorithm-independent attack can be
applied to a wide range of medical datasets and AI algorithms. The robust and modified algorithm
may defeat algorithm-specific attacks, but algorithm-independent attacks pose a larger threat. An
attacker may not need to know any specifics of the applied algorithm. However, knowledge of the
algorithm can increase the efficacy of such attacks [62]. NIH-developed translational databases are
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to provide extracted medical research information in a standard machine-readable format so that
more applications can utilize available information without redoing the extraction process each
time separately [101]. In this case, if information extracted from predatory publications is part of
such intermediate datasets, then it has an even larger scope to impact MedAI solutions.

Adversarial attacks can be categorized based on methodology, application, algorithm, and data.
Major methodological categories of attack methods are black-box and white-box. We briefly dis-
cuss the attack categories more specifically toward text based as applicable to extract information
from research literature and how predatory science can exploit these methods to impact research
and clinical MedAI systems.

Poisoning Attacks/Training Phase Attacks/Causative Attacks: During the training, an adversary
carefully manipulates the training data to compromise the learning process. An adversary can
change the value of the input data to a certain threshold using data injection, modification, and
logic corruption methods to manipulate the training data. Data injection pollutes the training data,
while the modification is poisoning the data before the training, and logic corruption can temper
the model itself. This way, an adversary can bias the overall learning process of the ML model
applied to MedAI to misdiagnose the test data to mislead the suggested treatment, which may
harm the patient [63].

Evasion Attacks/Testing Phase Attacks/Exploratory Attacks: In an evasion attack, the adversary
tries to deceive the MedAI by enforcing adversarial samples during the testing phase. An adver-
sary does not influence the training data but can access the ML model to obtain sufficient informa-
tion. As a result, it attacks the ML model and manipulates it to misclassify the patient status in a
MedAI [96]. White-box attacks and black-box attacks are two major categories of evasion attacks.

White-box attack requires access to the model’s complete information, including architecture,
parameters, loss functions, activation functions, input, and output data. White-box attacks typi-
cally approximate the worst-case attack for a particular model and input, incorporating a set of
perturbations. Logical attack is a white-box attack corrupting the algorithm itself for generating
malfunctioned output. White-box adversary strategy is often very effective as it can exploit the
known inputs, training processes, and algorithms. ML models used in different medical applica-
tions can be vulnerable to white-box attacks impacting accuracy drop and attack success rate [63].

Black-box attack does not require the details of the algorithm, but it can access the input and
output. This type of attack often relies on heuristics to generate adversarial examples. Concate-
nation, edit, paraphrased-based, GAN-based, substitution, and reprogramming adversaries can be
applied to target character, word, sentence, or API to impact different models [108]. It is more
practical as in many real-world applications, the detail of the system is a black box to the attacker.
Black-box methods are further classified as machine reading comprehension; question answering;
visual question answering; dialogue generation; text classification; machine translation; sentiment
analysis; natural language inference; textual entailment; malware detection. Each of these black-
box attacks can impact MedAI input data, and information extracted in the process, and has the
potential to influence the MedAI output.

In an active adversarial attack scenario, predatory publications with a targeted approach can
be produced automatically in bulk through next-gen NLP text-generator tools like GPT-3 [19, 36].
The MIT “SCIgen” project verifies a similar threat in the computer science field, where users could
generate a paper, and it got accepted in multiple conferences [94]. A targeted adversarial attack
on a rare disease can make it look valid while injecting fake data and findings with alternative
conclusions. The attacker can approach multiple predatory research publishing venues to publish
much work validating these new findings. Based on the current exploratory threat, this active
attack is viable and capable of shifting the weight on the concept understood by the MedAI algo-
rithm. Once the algorithm is fed onto these new data, the output can be compromised to support
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Table 5. A Summary of Attack Types, Affected AI Methods, Applications, and Key Impacts

Work Application AI Method(s) Attack Type Key Impact

Mozaffari-
Kermani
et al. [62], 2015

Healthcare,
Biomedicine

Naive Bayes decision
tree, Nearest-neighbor
classifier, Multilayer
Perception

Poisoning Attack Distrust in MedAI,
Patient distress.

Papernot
et al. [67], 2018

Clinical data,
Network Intrusion,
Autonomous
vehicles

SVM, Random Forest
Classifier

Exploratory attacks,
injection, modification,
input poisoning

Confidentiality,
Integrity, and
Availability

Biggio
et al. [16], 2018

Computer Vision
and Cyber Security

ML, Deep Learning Evasion attack,
Poisoning Attack

Integrity, Availability,
Privacy/Confidentiality

Duddu [24],
2018

Cyber Warfare Supervised,
Unsupervised, and
Reinforcement Learning

Evasion attacks,
Poisoning Attacks,
black-box attacks

integrity, availability,
and privacy

Finlayson
et al. [26], 2018

Computer vision
and medical
imaging

Deep Learning, Neural
Networks

Projected Gradient
Descent, black-box,
white box

Misclassification by
accurate classifiers with
or without knowing
model

Sun et al. [96],
2018

Health Informatics Deep Learning,
Predictive Modeling

Iterative attacks,
optimization-based
attacks, FGSM

Misclassification from
alive to deceased

Finlayson
et al. [27], 2019

Medical
Diagnostics and
Decision Support

Deep Learning Evasion attack,
Poisoning Attack

Insurance Frauds,
Biased drug trials

Ngiam
et al. [64], 2019

Big Data and ML in
clinical healthcare
delivery

Deep Learning, Deep
Neural Networks

Neural Networks,
Supervised ML

Data privacy and
security, Fear of
replacing humans

predatory publications on the subject. This approach is hazardous for rare and unknown diseases,
as not much data or information can cross-validate.

As we study the different attacks and vulnerabilities of MedAI solutions, we selected diverse yet
relevant research under the scope of our work. Table 5 provides a summary of the literature studied
on attack types that can impact the integrity and security of AI-based solutions, especially, appli-
cable in healthcare. Mozaffari-Kermani et al. and Sun et al. presented how different attack types
can affect multiple AI algorithms causing distrust in MedAI solutions and patient distress [62, 96].
Finlayson et al. demonstrated that medical diagnostics and decision support using Deep Learning
is vulnerable to poisoning, evasion, black-box, and white-box attacks causing insurance frauds
and biased drug trials [26, 27]. Vulnerability to exploratory, injection and input poisoning attacks
threatens the integrity, privacy, availability, and security of MedAI solutions using a range of AI
algorithms and methods, including supervised, unsupervised, reinforcement learning, ML, and
DL [16, 24, 64, 67].

The most common adversarial attack is on classification algorithms to mislead the system to
misclassify by polluted inputs, corrupted predictive models, or exploiting the algorithm’s vulnera-
bilities. Other primary application text-specific categories are machine translation, machine com-
prehension, text summarization, text entailment, POS tagging, relation extraction, and dialogue
system. To adopt the most effective strategy for target data, model, and algorithm, the adver-
sary can fine-tune the attacks by Iterative attacks or Optimization-based attacks by generating
specific adversarial examples for focused attacks on predictive models [96]. In the case of a re-
search literature-based MedAI system, even subtle pollution can be critical in the era of precision
medicine with a very targeted approach. The risks of having any possibility of manipulated biased
results can be devastating in actual patient care. The following section discusses some compelling
cases highlighting predatory science’s short- and long-term impact on medical practices.
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7 IMPACT OF PREDATORY SCIENCE ON MEDICINE PRACTICES

It is worth looking at some high-profile frauds in medicine to get a sense of how technological
advances and manipulation of such systems can impact medical practices and how critical it is to
ensure the integrity of MedAI solutions and defining liabilities.

Impact on Clinical Research and Research Repositories: A study shows that over a decade,
9,189 patients were treated in 180 retracted primary studies. Not only were these patients put at
risk, but these studies influenced other secondary trials to recruit more patients [92]. The annually
increasing number of predatory publications increases the probability of data pollution in trusted
research repositories. It is also observed that once a predatory venue is part of the reputable re-
search repository, it publishes more papers, which allows predatory research to slip through with
minimal or no review and get mixed in with genuine research [57]. This trend puts a damaging dis-
trust in research literature repositories, as it is unknown how much fraudulent research literature
exists from legitimate or predatory journals.

Impact on Advanced MedAI solutions: We observe that various medical AI tools use PubMed
as a primary data source directly or as an intermediate resource. When such a trusted source gets
infiltrated with unreliable data, it is necessary to evaluate the impact of data pollution on MedAI
functioning. Apparently, without having awareness and acknowledgment of predatory science,
MedAI may not have any defense mechanism. In the absence of any defense against predatory
science, the integrity of MedAI is questioned to provide reliable output.

Impact on Healthcare Decision-Making: It is interesting that the motivation in research fraud
is irrespective of the attacking method, like performing unnecessary dermatological surgeries for
money, which is image based but can also be applied as text based [80]. For example, a research
paper from a predatory journal claims that some rare skin cancer can be treated by the drug “d.”
If a paper is predatory but exists in a trusted repository like PubMed, it could be crawled through
PubMed Central, tagged by MEDLINE, and moved to an intermediate database such as SemMedDB
or translational database mapping. However, including such a paper in the input of a MedAI system
could potentially pollute the output and reduce the accuracy of the solution. If there is no cross-
validation, then it is a high probability that the system will choose the reference. Being desperate
for any health aid, a patient may trust this new possible intervention to give it a try.

Impact on Clinical Care and Public Health: There are many known cases where a drug was
promoted to cure some disease but not outliers in the trials were not disclosed or false claims were
made through fraudulent clinical trials [30, 43]. Anesthesiologist Scott Reuben and family medicine
physician Anne Kirkman Campbell are two among many others to commit such fraud for money,
fame, and position, causing direct harm to patients, including loss of lives [18, 83]. Misleading
conclusions can deprive the community of needed preventive care, which can have a long-term
impact on public health. Multiple studies about certain vaccines causing disorders in children
baffled the medical community, as well as the general public for more than a decade [56, 74].

8 DISCUSSION AND FUTURE DIRECTIONS

In medicine, ground truth is often ambiguous, and patient care is still primarily provider depen-
dent and often subjective even after all the assisting tools, including MedAI solutions. In such
trust-based settings, mistrust can damage the patient and provider relationship and affect patient
care. We understand that utilizing AI to tame the scientific knowledge for precision medicine can
work against it entirely if the medical and computer science community is not proactive in ac-
knowledging and developing a robust defense against predatory science invasion in the research
literature. Medical AI systems are vulnerable to adversarial attacks because of sensitive and com-
plex healthcare data from heterogeneous medical and technical sources.
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As discussed in this work, predatory science is on the rise, and that can make the infiltration
even higher in PubMed-like repositories. Higher data pollution will pose a higher probability of
impacting MedAI tools using the research literature. It is challenging to keep up with the marking
or removal of predatory research from trusted repositories.With other technological advancements
like Fog Computing and Edge Computing, there are newer open challenges to utilize the power
of these solutions specific to medical data handling in real time [32]. However, these solutions are
still in development, and in the future, an analysis of applications and security analysis would be
relevant to identify solution-specific threats.

There is an apparent fear of relying more on machines and ignoring the value of the human
component. However, even with all the advancements, MedAI solutions have a long way to estab-
lishing the needed trust and addressing financial, ethical, and legal aspects. On the positive side,
the contribution of MedAI is getting well acknowledged and providing an exciting opportunity for
physicians, researchers, and computer scientists to work together, unwinding new possibilities in
healthcare. It is essential to establish trust in MedAI, especially the research literature data source,
as no algorithm can extract the trusted output if inputs are polluted and not trustworthy [106].

We plan to look at other security vulnerabilities to develop a better defense mechanism against
data pollution in the era of a plethora of information. Studying how predatory research informa-
tion is navigating through publication channels and MedAI solutions and eventually altering the
clinical decisions affecting patient care will be the focus of our future work. MedAI solutions need
to take advantage of all available information, especially open-access research and social media.
However, in handling such information platforms, future trustworthy information extraction will
have greater challenges and higher stakes. From a broader perspective, the survey indicates the
possible failure of any state-of-the-art MedAI logic to deliver the intended output if the inputs are
polluted and left unidentified.

9 CONCLUSIONS AND SUMMARY

We address the research gap in identifying the impact of predatory science on MedAI solutions
and patient care. Though it may be challenging to measure the extent of actual patient harm as a
direct impact of predatory science, it is intended to demonstrate the possible damage undermining
trust in MedAI solutions and their practical adaptation in clinical care. A few key findings from
this survey are as follows:

• In the absence of a defined strategy to avoid predatory or retracted research publications,
numbers are on the rise, and so they serve to pollute MedAI inputs.
• No existing standard guidelines to mitigate the threat of predatory research for extracting

information or preparing intermediate research databases, which are being utilized by a wide
range of MedAI solutions.
• Most of the work discussing security and integrity talks more about the possibility of ex-

ploiting vulnerabilities to fool AI algorithms into misclassifying, but none of the tools or
attacking studies discuss the possibility of data pollution in research literature data sources.
• Medical practices and trends are highly influenced by medical research, and undetected

predatory research can harm public health for a prolonged period.

We summarize the contributions of our work as follows:

• Contribution to the Theory: We create greater awareness of predatory research–induced
data pollution in a trusted research repository. We believe that our work provides a good
base reference to study the problem, its significance, and the potential threat.
• Contribution to the Practice: We explain how medical research influences medical prac-

tices, and how medical AI is necessary for modern medical practices. We present that if the
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core data input get manipulated, then it can impact the medical AI performance, medical AI
adaptation, and future research and overall influence medical practices.
• Contribution to the community: If the threat is not mitigated, then targeted attacks can

turn into severe threats, putting patients’ lives at risk. Once trust is diminished in research
literature-based medical AI solutions, that will hinder the adaptation of these solutions in
practical settings and thus diminish the intended service to the community. More robust
future MedAI can provide great assistance to modern medicine and the community.

From our analysis of the literature on the predatory science, medical AI tools based on research
repositories, and AI vulnerabilities, we can see how technological advances help medical research,
curating knowledge, and then using this knowledge to advance further in medical decision-making.
However, the rising threat of predatory research can pollute these trustworthy research literature
repositories and that can potentially impact all those medical AI solutions that are using PubMed
as a critical and trusted data source. Our work raises awareness about missing defense against
predatory research-induced data pollution, and we expect that our work will initiate the difficult
discussion at a larger level and help to develop feasible defense strategies. We are confident that
verifying the threats of any sort early in the process will only help develop a more robust MedAI
solution for taking precision medicine to the next level in broader settings.
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